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        Regina Fabry has proposed an intriguing marriage of enculturated cognition and predictive processing. I raise some questions for whether this marriage will work and warn against expecting too much from the predictive processing framework. Furthermore I argue that the predictive processes at a sub-personal level cannot be driving the innovations at a social level that lead to enculturated cognitive systems, like those explored in my target paper.
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      1 Introduction: What? Now.


      
        I’d like to thank Regina Fabry for her excellent and detailed response to my paper. She articulates an important account of reading acquisition as a process of enculturation and describes how a Cognitive Integration/Enculturated Cognition (henceforth CI/ENC) account can be combined with a predictive processing account of neural processing. She shows, in impressive detail, how CI/ENC can benefit from Predictive Processing (henceforth PP), primarily as a way of explaining the neural-level details of processes that conspire with bodily interactions with the local environment to complete cognitive tasks. Since Fabry’s response suggests an important way of cashing out some of the details of an enculturated approach, I would like to take this opportunity to look at some of the potential pitfalls in the proposed Enculturated Predictive Processing style (henceforth EPP). Primarily I want to focus on the differences in explanatory emphasis between CI/ENC and PP, especially where CI/ENC proposes the importance of the population-level effects of normative patterned practices (henceforth NPP), such as mathematical practices.


        PP is all about predictions, happening in the here-and-now[1]; however CI/ENC occurs at different levels and over much longer time-scales. It turns out that this difference is important, because if the brain is engaged in predictive error minimization (as sub-personal processing) in the here-and-now, then it cannot be driving the innovation of new NPP over many generations. This is because the pressures driving those innovations are found at the social, or populational, level[2], not at the level of neural processing where ‘what?’ is answered in the now.


        I also raise several issues concerning the nature of the PP project, particularly whether, as a theory of general brain architecture, all processing can be cashed out in terms of predictive processes. I'm also sceptical about Fabry's claim that PP can provide the “mechanistic underpinnings of the acquisition of cognitive practices” (Fabry this volume, p. 3) on its own, without help from what I call learning-driven plasticity (LDP) and neural redeployment. Finally, I comment on the promising research path down which Fabry is headed.


        In the first section I remind the reader of some of the leading ideas of the CI/ENC framework, highlighting, in particular, the different levels of explanation and how this matters to the proposed marriage of ENC-PP. In the second section I raise several problems for the PP approach in general and for the ENC-PP approach in particular. My main concerns are to push away from an ‘isolated brain’ interpretation of PP and to place EPP within a much broader context of explanation.

      

    

  


  
    
      2 CI and enculturation


      
        As I point out in my contribution to this volume, cognitive integration should be understood as a thesis about the enculturation of human cognition. It is a thesis about how phylogenetically earlier forms of cognition are built upon by more recent cultural innovations (e. g., systems of symbolic representation). This results in a multi-layered system with heterogeneous components, dynamically interwoven into a co-operative of processes and states an integrated cognitive system (henceforth ICS). The co-ordination dynamics of the system are, at least in part, understood in terms of the physical dynamics of brain–body–niche interactions in real-time; however, they are also to be understood in terms of NPP that govern and determine those interactions (over time). NPP operate at both social/population levels and individual, even sub-personal, levels. They originate as patterns of activity spread out over a population of agents; consequently they should be understood primarily as public systems of activity and/or representation that are susceptible to innovative alteration, expansion, and even contraction over time. They are transmitted horizontally across generational groups and vertically from one generation to the [3]next. At the individual level they are acquired, most often by learning and training, and they manifest themselves as changes in the ways in which individuals think, but also the ways that they act (intentionally) and the ways in which they interact with other members of their social group(s) and the local environment. NPP, therefore, operate at different levels (groups and individuals) and over different time-scales (intergenerationally and in the here-and-now).


        Given this, it is clear that What? Now[4] processes that reduce prediction errors on their own could not drive the innovation of NPP; nor could they determine the properties of NPP on their own. Less obviously, I would argue, they do not drive the acquisition of NPP, because scaffolded learning requires both a physically and temporally-structured learning environment and the capacity for functional changes to cortical circuitry to be driven by the structured learning environment. The mechanism of acquisition includes both neural and environmental processes working in concert and over long periods of ontogenetic time. What? Now processes may help us to understand the here-and-now processes by which we enact NPP; they may even tell us something about the neural mechanisms for learning and plasticity; but we should be wary of making prediction and error minimization the driving factors behind the why and how of enculturation.


        Fabry’s commentary focuses on the neural level, functioning in real-time, where the primary aim is to give a mechanistic account of how cognitive capacities can be transformed by learning and training in rich socio-cultural niches. Rather than looking at the origin of ICS in cultural inheritance, phenotypic plasticity, and learning driven plasticity, Fabry argues that a version of the PP framework can provide the neural mechanisms by which ICS are (partly) constructed. My contribution to this volume focused primarily on the origin of ICS in the recent cultural evolution of NPP and then explored how mathematical practices could be learnt and how this process of learning could drive functional changes to circuitry in the brain. Consequently, the CI/ENC framework pursues the phylogenetic and ontogenetic basis of the larger brain–body–niche nexus. What, though, of the neural mechanisms of transformation?


        I don’t agree with Fabry’s starting premise that CI/ENC lacks a mechanism of transformation: the mechanism of transformation is learning-driven plasticity (LDP) with neural redeployment in a scaffolded learning environment. The fundamental plasticity of the brain explains the nature of neural transformations and why the brain is open to scaffolded learning driven by the environment. (E)PP does not have the resources to explain redeployment (this is a theme I take up in the next section). Why would it, since PP is not a framework for explaining redeployment. It might be the case that PP fits with a certain conception of scaffolded learning⎯such as path-dependent learning, but I have yet to see a thorough working-through of the details and it's not clear to me that all scaffolded learning should be reduced to a predictive form of path-dependent learning.


        Fabry claims that a dynamical systems approach to integration “does not spell out the mutual influence that neuronal and extra-cranial bodily components have over each other” (2015, p. 3). The EPP approach is supposed to fill in the details here. However, I suspect that this judgement is made a little too quickly, because the dynamical systems description of brain–body–niche interactions is in one sense a higher-level description of those interactions. The dynamical interactions are described as being part of a larger system comprising brain, body, and niche. We can zoom in and focus upon the dynamics of brain or body, but we shouldn’t confuse the dynamics of the brain for the dynamics of the overall system. I have highlighted and outlined the neural dynamics required for enculturation in a number of places. For example, in the account of body schema dynamics and in the case of NPP for symbolic cognition, I have outlined the case for dual component transformations (e. g., Menary 2007, pp. 78–83; 2010; 2013 and 2014). Lets take these two cases in order.


        In a now famous series of studies, Maravita & Iriki (2004) studied the bimodal interparietal neurons in trained Japanese macaque brains. These neurons respond both to tactile stimulation on the hand (tactile receptive field) and visual stimuli in the same vicinity as the tactile receptive field (the visual receptive field). The visual receptive field was centred on the hand following it through space. When macaques where trained to use a rake to pull food towards them on a table, the observation that struck Maravita and Iriki was that when the macaques used the rake the receptive fields of the bimodal neurons extended along the axis of the rake, including its head. Iriki’s interpretation of this is that “either the rake was being assimilated into the image of the hand or, alternatively, the image of the hand was extending to incorporate the tool” (Iriki & Sakura 2008, p. 2230). The extension of the body schema (receptive field) to include the tool happened only during active holding; it reduced to just the hand during inactivity. The interesting result of these experiments is that the existing body schema has the latent capacity to extend to incorporate the tool. LDP can be cashed out in terms of functional changes as the result of scaffolded learning even in the case of macaques, let alone the notoriously plastic brains of humans.


        Functional changes can be cashed out in terms of neural redeployment and cortical connectivity. Returning to the case of mathematical cognition, inherited systems for numerosity are evolutionary endowments; we can be reasonably sure of this because they are constant across individuals and cultures and they are shared with other species. The numerosity systems are “quick and dirty”; they are approximate and continuous, not discrete and digital. By contrast, discrete mathematical operations exhibit cultural and individual variation; there is a big difference between Roman numerals and Arabic numerals. They are subject to verbal instruction (they actually depend on language); one must learn to count, whereas one does not learn to subitise. Mathematics depends on cultural norms of reasoning (mathematical norms). The ability to perform exact mathematical calculations depends on the public system of representation and its governing norms. We learn the interpretative practices and manipulative practices as a part of a pattern of practices within a mathematics community, and these practices transform what we can do. They are constitutive of our exact calculative abilities. Mathematical practices get under our skins by transforming the way that our existing neural circuitry functions.


        The relationship between the evolutionarily earlier system and the recent development of public mathematical systems, norms, and symbols comes down to the redeployment of the cortical territories that are dedicated to evolutionarily older functions by novel cultural artefacts (e. g., representations, tools). The transformation results in new connections between the frontal lobe for number-word recognition and association, the temporal lobe for the visual recognition of number form, and the parietal lobe for the approximate recognition of magnitudes across both left and right hemispheres (Dehaene 1997).


        The deeply transformative power of our learning histories in the cognitive niche relates to the development of our capacities for understanding symbolic representations and for physically manipulating inscriptions in public space. In learning to understand symbols, the first transformation involves our sensorimotor abilities for creating and manipulating inscriptions (the transformation of the body schema). This is something we learn to do on the page and in the context of a learning environment, in public space, before we do it in our heads. Our capacities to think have been transformed, but in this instance they are capacities to manipulate inscriptions in public space.


        It looks like PP can provide models of some of the fundamental processing principles at work at the sub-personal neural level, but it is not obvious that it would replace LDP and neural redeployment in the mechanism of transformation. However, Fabry may be right and PP may add another string to the bow of our understanding of how the brain exhibits the plasticity required for cognitive transformation. In that case it provides extra explanatory depth to the account of enculturation, but only as part of a much broader explanatory framework.

      

    

  


  
    
      3 Some worries for enculturated predictive coding


      
        Fabry provides a persuasive case for how PP could provide the neural underpinnings of enculturation. In this section, however, I will raise some problems for the proposed marriage of CI/ENC and PP. The main issues I will address are as follows:


        
          	
            The incompatibility of the isolated brain interpretation (Hohwy 2013) and the active inference interpretation (Clark 2013) of PP.

          


          	
            The attempt to explain all cognitive processing in terms of prediction error.

          


          	
            The redeployment of neural circuitry as not being explained by PP.

          


          	
            The role of NPP as not being explained by the reduction of prediction error.


            


          

        


        1. Isolating the brain


        If CI/ENC has one central commitment, it is that we should not think of cognition as isolated from the environment. And yet this is exactly how we ought to understand the predictive brain, according to a prominent interpretation of the PP framework. Whenever the PP framework is introduced, it is almost always introduced in the following way: “Accounts of PP generally assume that human perception, action, and cognition are realized by Bayesian probabilistic generative models implemented in the human brain. Since the human brain does not have immediate access to the environmental causes of sensory effects, it has to infer the most probable state of affairs in the environment giving rise to sensory data” (Fabry 2015, p. 4; my emphasis). The two main motivations for the PP framework are that the brain is isolated from the environment and must make a best guess as to what it is perceiving, and that this kind of probabilistic inference-making results in internal (neurally realized) models of the environment. Putting aside the probabilistic nature of the inferences, this just is old-fashioned individualism. There is a perceptual interface to an environment of hidden variables; the internal system creates internal models (representations) of those hidden environmental variables, which then causally produce behaviour. The internal states must predict the external variables via sensory input, but they have no direct access to the causal ancestry of the sensory input. This form of individualism is used as an explanation for why models and predictions are required: “Because the brain is isolated behind the veil of sensory input, it is then advantageous for it to devise ways of optimizing the information channel from the world to the senses” (Hohwy 2013, p. 238). Hohwy describes the mind–world relation as “fragile” because of the isolation of the brain, and this is why active inference is required.


        The saving grace of the PP framework, from the perspective of CI/ENC, is active inference. In Clark’s version of PP active inference and cultural props help to minimize prediction errors (Clark 2013); and because of this, there is a deep continuity between mind and world mediated by active inference and the cultural scaffolding of our local niche. Curiously, Hohwy agrees with Clark’s interpretation, but at a cost. Hohwy agrees that active inference and the cultural scaffolding of the environment help to change sensory input so as to minimize prediction error, but also “by increasing the precision of the sensory input” (Hohwy 2013, p. 238). According to Hohwy, the primary role of PP is perceptual inference; as a matter of “second order statistics” active inference helps to optimise sensory input so that perceptual inference is less error-prone.


        Note the cost. First, active inference and cultural scaffolding is relegated to the secondary role of reducing prediction error for the primary cognitive job of perceptual inference, which is carried out wholly by matching statistical models to sensory input in the brain. Second, Hohwy shows that this interpretation of active inference should be understood against the background of the isolated brain. “The key point I am aiming at here is that this is a picture that accentuates the indirect, skull-bound nature of the prediction error minimization mechanism” (Hohwy 2013, p. 238). Organizing and structuring our environments makes sense if the mind–world relation is fragile in the way that Hohwy presents it, and also because this structuring makes perceptual inference more reliable. I take it that Fabry and Clark would deny this interpretation of the role of active inference and cultural scaffolding. Indeed, Fabry denies Hohwy’s ‘isolationist’ interpretation in her commentary.


        However, Fabry does so by playing up the roles of NPP, which go far beyond prediction minimization: “Furthermore, we need to take into account that genuinely human cognitive processes occur in a culturally sculpted cognitive niche. […] These cognitive resources have unique properties that render them particularly useful for the completion of cognitive tasks” (Fabry 2015, p. 12). She also nods to the sub-personal, mechanistic role of PP in the entire brain–body–niche nexus: “[T]he important theoretical contribution made by the prediction error minimization framework is its providing of a sub-personal, mechanistic description of the underlying neuronal and bodily sub-processes” (Fabry 2015, p. 13). It is therefore not clear to me that PP does anything more than provide the functional details of some of the neural processing in the brain–body–niche nexus. It certainly should not be taken to provide a comprehensive account of what cognition is and why there is cultural scaffolding, or what its interesting cognitive properties are.[5] It is to these issues that I shall now turn.


        

        2. Everything is predicted


        One of the main concerns with the PP approach is that it is used both to try to explain all of cognition and as an explanation of why there is cultural scaffolding. We’ve already seen a brief hint of this in Hohwy, Clark, and Fabry’s work above.[6] The first worry can be found in the expression of PP as originating in the free energy principle:


        The free-energy considered here represents a bound on the surprise inherent in any exchange with the environment, under expectations encoded by its state or configuration. A system can minimise free energy by changing its configuration to change the way it samples the environment, or to change its expectations. These changes correspond to action and perception, respectively, and lead to an adaptive exchange with the environment that is characteristic of biological systems. This treatment implies that the system’s state and structure encode an implicit and probabilistic model of the environment. (Friston & Stephan 2007, p. 417)


        PP is primarily a model of the way in which top-down processing ‘predicts’ bottom up sensory input and which samples the environment to change its expectations. These correspond to perception and action respectively[7]. However, it seems odd to build a cognitive theory on the basis of the prediction of sensory signals. This is because much of cognition is not about sensory signal prediction; nor about actions as sampling the environment. Indeed much of cognition isn’t about ‘prediction’ at all. So whilst I agree that at least part of the mechanisms of cognition can be fruitfully modelled by PP, not all of them will be. In enculturated systems, the really important work is being done by the processing governed by normative patterned practices whose properties are understood primarily at the social or populational level. I agree that at the individual level, the mechanisms of ICS can partly be explained by PP, but the main explanatory work will not be a matter of predictions of sensory input[8].


        The examples from Landy & Goldstone (2007) may be partly explained by prediction errors, but again this only makes sense in the context of sensorimotor processing governed by mathematical norms. If the norms function as priors in the system, then this might help explain the errors made by the test subjects.


        

        3. Phenotypic plasticity and neural redeployment


        PP can’t explain the redeployment of neural circuitry to new cognitive functions. And it is not supposed to, since this isn’t the job it was designed to do. However, this is a considerable weakness if PP is supposed to be the primary mechanism of enculturation. I've already canvassed the reasons why in section 1.



        

        4. NPP and prediction error minimization


        Enculturated PP plays a role in the multi-layered and interwoven ICS, but it neither determines nor implements the entire system. My argument in this response has been that the dynamics of ICS are not determined by the predictive processing of parts of the system: if anything PP is enslaved to the processing needs of the entire enculturated system. The PP framework takes perceptual inference as its primary mode of processing, which is the top-down matching of predictions to sensory input. However, it is not obvious that this is the right model for all cognitive processing, since it is not obvious that all cognitive processing is just a matter of predictions about sensory input, nor a hierarchically organised system which minimises prediction errors.



        For example Hohwy (2013, p. 238) argues that “many of the ways we interact with the world in technical and cultural aspects can be characterized by attempts to make the link between the sensory input and the causes more precise (or less uncertain).” This would be a very impoverished account of the evolution of public systems of representation. Public systems of representation did not simply evolve to “make the link between the sensory input and the causes more precise (or less uncertain)”; this would be to ignore the social pressures that would have caused representational innovation.[9] It might be true that the history of the refinement of notation has something to do with making input more easy to ‘predict’; however, this would not be an ultimate explanation for why there are notations in the first place, nor how they function in our cognitive lives. It might be a proximal explanation of the neural mechanisms for the processing of notations and as such, it might explain some of the causal conditions that explain how notations have developed, but it doesn’t explain the conditions under which notations evolved. For further reasons why see section 3.4 of my target article, on evolutionary novelty and uniqueness (this volume).


        For example, the idea that the brain predicts the product of two numerals makes sense, and the surprise at a product too distant from the operands lends further credence. Remember the example from section 4.1 of my target article (this volume) : 34+47=268. However, it is not obvious that predictions will help with the second example: 34x47=1598. What is required in this instance is the serial working through of the multiplication according to an algorithm. Furthermore, this is not simply a case of sensory predictions: when it comes to recognising the numerals on the page in front of you, PP can explain top-down predictions about sensory input, but that is not at all the same thing as the working through of a mathematical problem. So mathematical cognition could not, it seems to me, be reducible to error minimization.

      

    

  


  
    
      4 Conclusion: Where now?


      
        Despite some of my concerns about how the PP framework can be interpreted and its relation to the CI/ENC framework, I think that Fabry’s account of the enculturation of reading using a hybrid of CI and EPP is really compelling. This leads me to think that an EPP account might by workable for other cases, such as mathematical cognition. Having said this, the division of labour between PP and evolutionary accounts of the origin of NPP and ICS must be in place. The role of scaffolded learning and neural redeployment should not be replaced by error minimization processes. The ‘isolationist’ reading of PP should be resisted, and a more situated cognition friendly approach embraced. PP is a sub-personal account of neural processes that fits within a larger account of the brain–body–niche nexus. If one embraces CI/ENC then there’s more to the mind than What? Now.
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      [1]

      
        I mean predictions on incoming sensory input relevant to immediate action in the environment.
      

    

    
      [2]

      
        I think that these levels are real. There is a level of entire populations, social groups, individual organisms and there is a level of individual brains. Cognition takes place within and across (at least the final three) levels.
      

    

    
      [3]

      
        See my target article for examples.
      

    

    
      [4]

      
        Predictions on sensory input in the here-and-now.
      

    

    
      [5]

      
        CI/ENC provides just these motivations and details. Clark himself proposes that the PP framework “offers a standing invitation to evolutionary, situated, embodied, and distributed approaches to help ‘fill in the explanatory gaps’ while delivering a schematic but fundamental account of the complex and complementary roles of perception, action, attention, and environmental structuring” (Clark 2013, p. 195).
      

    

    
      [6]

      
        See also their contributions to this volume.
      

    

    
      [7]

      
        There are also theories of attention based upon PP, but I won’t address those here.
      

    

    
      [8]

      
        Thomas Metzinger has raised an interesting question for me here: whether there is continuity between the levels? My argument has been that there is continuity between the levels, but this continuity is made possible by NPP’s, LDP and neural redeployment. PP explains how we make perceptual inferences about the environment and it might explain something about the hierarchical organisation of neural architecture. However, it should be seen as playing a role in the organisation and enculturation of the brain, not the only role.
      

    

    
      [9]

      
        I take it that Hohwy is claiming that cultural representations function so as to make perceptual inferences more precise. This would be another way of reducing socio-cultural phenomena to a role that is complementary to the brain, with the processing needs of the brain dictating the evolutionary path that culture must take. The externalist perspective takes it that there are social and cultural pressures that require cognitive innovations (sometimes even new phenotypes).
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      meet the following conditions:



      (a) You must give any other recipients of the Work or

          Derivative Works a copy of this License; and



      (b) You must cause any modified files to carry prominent notices

          stating that You changed the files; and



      (c) You must retain, in the Source form of any Derivative Works

          that You distribute, all copyright, patent, trademark, and

          attribution notices from the Source form of the Work,

          excluding those notices that do not pertain to any part of

          the Derivative Works; and



      (d) If the Work includes a "NOTICE" text file as part of its

          distribution, then any Derivative Works that You distribute must

          include a readable copy of the attribution notices contained

          within such NOTICE file, excluding those notices that do not

          pertain to any part of the Derivative Works, in at least one

          of the following places: within a NOTICE text file distributed

          as part of the Derivative Works; within the Source form or

          documentation, if provided along with the Derivative Works; or,

          within a display generated by the Derivative Works, if and

          wherever such third-party notices normally appear. The contents

          of the NOTICE file are for informational purposes only and

          do not modify the License. You may add Your own attribution

          notices within Derivative Works that You distribute, alongside

          or as an addendum to the NOTICE text from the Work, provided

          that such additional attribution notices cannot be construed

          as modifying the License.



      You may add Your own copyright statement to Your modifications and

      may provide additional or different license terms and conditions

      for use, reproduction, or distribution of Your modifications, or

      for any such Derivative Works as a whole, provided Your use,

      reproduction, and distribution of the Work otherwise complies with

      the conditions stated in this License.



   5. Submission of Contributions. Unless You explicitly state otherwise,

      any Contribution intentionally submitted for inclusion in the Work

      by You to the Licensor shall be under the terms and conditions of

      this License, without any additional terms or conditions.

      Notwithstanding the above, nothing herein shall supersede or modify

      the terms of any separate license agreement you may have executed

      with Licensor regarding such Contributions.



   6. Trademarks. This License does not grant permission to use the trade

      names, trademarks, service marks, or product names of the Licensor,

      except as required for reasonable and customary use in describing the

      origin of the Work and reproducing the content of the NOTICE file.



   7. Disclaimer of Warranty. Unless required by applicable law or

      agreed to in writing, Licensor provides the Work (and each

      Contributor provides its Contributions) on an "AS IS" BASIS,

      WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or

      implied, including, without limitation, any warranties or conditions

      of TITLE, NON-INFRINGEMENT, MERCHANTABILITY, or FITNESS FOR A

      PARTICULAR PURPOSE. You are solely responsible for determining the

      appropriateness of using or redistributing the Work and assume any

      risks associated with Your exercise of permissions under this License.



   8. Limitation of Liability. In no event and under no legal theory,

      whether in tort (including negligence), contract, or otherwise,

      unless required by applicable law (such as deliberate and grossly

      negligent acts) or agreed to in writing, shall any Contributor be

      liable to You for damages, including any direct, indirect, special,

      incidental, or consequential damages of any character arising as a

      result of this License or out of the use or inability to use the

      Work (including but not limited to damages for loss of goodwill,

      work stoppage, computer failure or malfunction, or any and all

      other commercial damages or losses), even if such Contributor

      has been advised of the possibility of such damages.



   9. Accepting Warranty or Additional Liability. While redistributing

      the Work or Derivative Works thereof, You may choose to offer,

      and charge a fee for, acceptance of support, warranty, indemnity,

      or other liability obligations and/or rights consistent with this

      License. However, in accepting such obligations, You may act only

      on Your own behalf and on Your sole responsibility, not on behalf

      of any other Contributor, and only if You agree to indemnify,

      defend, and hold each Contributor harmless for any liability

      incurred by, or claims asserted against, such Contributor by reason

      of your accepting any such warranty or additional liability.



   END OF TERMS AND CONDITIONS



   APPENDIX: How to apply the Apache License to your work.



      To apply the Apache License to your work, attach the following

      boilerplate notice, with the fields enclosed by brackets "[]"

      replaced with your own identifying information. (Don't include

      the brackets!)  The text should be enclosed in the appropriate

      comment syntax for the file format. We also recommend that a

      file or class name and description of purpose be included on the

      same "printed page" as the copyright notice for easier

      identification within third-party archives.



   Copyright [yyyy] [name of copyright owner]



   Licensed under the Apache License, Version 2.0 (the "License");

   you may not use this file except in compliance with the License.

   You may obtain a copy of the License at



       http://www.apache.org/licenses/LICENSE-2.0



   Unless required by applicable law or agreed to in writing, software

   distributed under the License is distributed on an "AS IS" BASIS,

   WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.

   See the License for the specific language governing permissions and

   limitations under the License.





