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In his paper “Why and how does consciousness seem the way it seems?”, Daniel Dennett argues that philosophers and scientists should abandon Ned Block’s distinction between access consciousness and phenomenal consciousness. First he lays out why the assumption of phenomenal consciousness as a second medium is not a reasonable idea. In a second step he shows why beings like us must be convinced that there are qualia, that is, why we have the strong temptation to believe in their existence. This commentary is exclusively concerned with this second part of the target paper. In particular, I offer a more detailed picture, guided by five questions that are not addressed by Dennett. My proposal, however, still resides within the framework of Dennett’s philosophy in general. In particular I use the notion of intentional systems of different orders to fill in some details. I tell the counterfactual story of some first-order intentional systems evolving to become believers in qualia as building blocks of their world.
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1 Introduction
The first of Rapoport’s Rules[1] for composing a critical commentary states that one should present the target view in the most charitable way possible (Dennett 2013a). Although I generally agree with many of Daniel Dennett’s views, especially his argument against the existence of qualia (constituting the first part of the target paper), the diagnosis that there is the zombic hunch,[2] along with his strategy for explaining why it exists, the connection between qualia and predicted dispositions, was hard to grasp. Dennett presents the idea that when we talk about qualia, what we really refer to are our dispositions in earlier works (e.g., Dennett 1991). But the connection to predictive processing is new (see also Dennett 2013b). There still seem to be some stepping stones missing, which I hope to fill in with my reconstruction. My goal is to provide a complete story that sticks as close to Dennett’s argument as possible. This paper is not supposed to be a “rebuttal” or “criticism”, but an “attempt to re-express [Dennett]’s position” (see footnote 1).
The structure of this commentary is as follows: in the first section I shall give a short outline of Dennett’s explanation of why we have the zombic hunch. Since this involves the predictive processing framework, I shall give a very short introduction to this first. Following this, I present a short list of five questions that have not, in my opinion, yet been sufficiently addressed. In the second section I present an interpretation, or perhaps an extension, of Dennett’s answers to these questions, by relying on the concept of an intentional system and using a strategy involving telling the counterfactual story of the evolution of some agents who end up believing in qualia (although ex hypothesi there are none). In the third section I shall analyze which features qualia should have, according to the beliefs of these agents, and show that there is at least a significant overlap with features many consider qualia to have.
I want to give a short justification for the unorthodox way of accounting for beliefs about x instead of for x’s existence itself. This is a general strategy found in other areas of Dennett’s work. For example, he has asked, “Why should we think there is intentionality although there is none?” (Dennett 1971), “Why should we believe there is a god although there is none?” (Dennett 2006), and “Why should we think there is a problem with determinism and free will although there is none?” (Dennett 1984, 2004). Dennett’s philosophy can in parts be seen as a therapeutic approach to “philosopher’s syndrome”—“mistaking failures of imagination for insights into necessity” (e.g., Dennett 1991, p. 401; Dennett 1998a, p. 366)—by making it easier to see why we are convinced of the existence of something, even when there are good reasons to believe that it doesn’t exist.
I want to draw attention to Hume’s Of Miracles (Hume 1995, X), where he states that the likelihood of a testimony about miracles being wrong is always greater than the likelihood of the miracle itself. This serves as a nice analogy for the case at hand: we might think of our own mind as a good “witness”, but we already know too much about its shortcomings. So we should be suspicious when it cries out for a revolution in science or metaphysics, because this cry rests on the belief that something is missing, when no data but this very belief itself makes the demand necessary. Instead we should examine what else could have led our minds to form this conviction.



2 Dennett’s proposal
In “Why and how does consciousness seem the way it seems?” Dennett gives an argument for why philosophers and scientists should abandon Ned Block’s distinction between access consciousness and phenomenal consciousness, zombies, and qualia altogether. The argument is twofold: first Dennett lays down his argument for why the assumption of phenomenal consciousness as a second medium whose states are conscious experiences or qualia is “scientifically insupportable and deeply misleading” (Dennett this collection, section 1). It is insupportable because there is simply no need to posit such entities to explain any of our behavior, so for reasons of parsimony they should not be a part of scientific theories (see also Dennett 1991, p.  134). The assumption is deeply misleading because it makes us look for the wrong things, namely, the objects our judgments are about, rather than the causes of these judgments, which are nothing like these objects.
In a second step Dennett shows why creatures like us must be convinced that there are qualia, that is, why we have such a strong temptation to believe in their existence, even though there are no good reasons for this  (Dennett this collection, section 2 and 3; other places where Dennett acknowledges this conviction, the zombic hunch, are Dennett 1999; Dennett 2005, Ch. 1; Dennett 2013a, p. 283). The following sections are exclusively concerned with this part of the target paper.
After completing the second step, Dennett explains why we ascribe qualia their characteristic properties—simplicity and ineffability  (Dennett this collection, section 4 & 5). Although I also say something about this point (see section 3), Section 6 is an intuition pump (cf. e.g., Dennett 2013a) that will help the reader to apply Dennett’s alternative view to the experience of colors.
Before I present a short outline of Dennett’s second step, I want to briefly describe the predictive processing framework. This is necessary since both Dennett’s argument as well as my reconstruction make use of this framework. I shall not go into details of hierarchical predictive processing (PP) accounts here, since at least three papers in this collection (Clark, Hohwy, and Seth), as well as the associated commentaries (Madary, Harkness, and Wiese), are concerned with this topic and also offer ample references for introductory as well as further reading. I will instead give a very short description of the points that are most relevant to Dennett’s argument and recommend the above-mentioned papers and the references given there to the interested reader.
2.1 Predictive processing
In the PP framework, the brain refines an internal generative stochastic model of the world by continuously comparing sensory input (extero- as well as interoceptive) with predictions continuously created by the model. The overall model is spread across a hierarchy of layers, where the sensory layer is the lowest and each layer tries to predict (that is, to suppress) the activation pattern of the layer beneath it. The whole top-down activation pattern might be interpreted as a global hypothesis about the hidden causes of ongoing sensory stimulation. The difference between predicted and actual activation (prediction error) is what gets propagated up the hierarchy and leads to changes in the hypothesis. To be exact, this is only one possibility. Another is that this leads to an action that changes the input in such a way that the prediction is vindicated (active inference, see e.g., Friston et al. 2011). However, although this aspect of PP—that it provides one formally-unified approach to perception and action—is a strength of the framework, it is not important here, given the context of this commentary. These changes are supposed to follow Bayes’ Theorem, which is why one might speak of Bayesian prediction (cf. e.g., Hohwy 2013).
The higher the layer in the hierarchy the more abstract the contents and the longer the time-scales or the predictive horizon. One example of a very abstract content is “only one object can exist in the same place at the same time” (Hohwy et al. 2008, p. 691, quoted after Clark 2013, p. 5).
One point to keep in mind is that, according to Hohwy (2014), this framework implies a clear-cut distinction between the mind and the world. That is, there is an evidentiary boundary between “where the prediction error minimization occurs” and “hidden causes [of the sensory stimulation pattern] on the other side” (Hohwy 2014, p. 7). I will come back to this point later in this commentary.
2.2 The outline of Dennett’s argument
	Our own dispositions, expectations, etc. are part of the generative self-model instantiated by our brains. “We ought to have good Bayesian expectations about what we will do next, what we will think next, and what we will expect next” (Dennett this collection, p. 5)

	When our brains do their job (described in (1)) correctly, i.e., there are no prediction-error signals, we misidentify dispositions of the organism with properties of another object. For instance, instead of attributing the disposition to cuddle a baby correctly to the organism having the disposition, our brain attributes “cuteness” to the baby.[3] Color qualia and other types of qualia also belong to this category.[4]

	This means, under a personal level description, that we believe that there are properties independent of the observer, such as the cuteness of babies, the sweetness of apples, or the blueness of the sky, etc.

	This is why it is so hard for us to doubt that qualia exist in the real world.


The crucial points seem to be (1) and (2). Before I lay out my interpretation I want to highlight some points that are not addressed in Dennett (this collection), but which are crucial if we are to have a complete picture. In the section Our Bayesian brains, I present a reconstruction that addresses these issues. 
2.3 Five questions
	Why do we need to monitor our dispositions? As noted in Dennett (2010), self-monitoring, in the sense of monitoring of our dispositions, values, etc., isn’t needed unless one needs to communicate and to hide and share specific information about oneself at will. In his paper, Dennett does not address this issue, yet presupposes that “among the things in our Umwelt that matter to our wellbeing are ourselves”. This is obvious if one reads “ourselves” as the motions of our bodies, but not so obvious if one includes things like “what we will think next, and what we will expect next”, as Dennett does (Dennett this collection, p. 5). The next question is concerned with this latter form of self-monitoring:

	How is self-monitoring accomplished? Hohwy (2014) refers to an evidential boundary in the predictive processing framework (see the section 21): there is a clear distinction between the mind/brain and the world (of which the body without the brain is a part), whose causal structure is yet to be revealed. Our expectations are part of our mind, which, if talk of the boundary is correct, does not have direct access to its own states as its own states—the mind is a black box to itself. So the prediction of its expectations needs to be indirect (just like the predictions of the causes of the sensory stimulation in general), and therefore the question arises how the self-monitoring of the mind is achieved according to Dennett. There is a further concern with self-monitoring, which one might call the “acquisition constraint” (cf. e.g., Metzinger 2003, p. 344):

	How did this self-monitoring evolve in a gradual fashion? Large parts of Breaking the Spell are dedicated to making understandable how “belief in belief” could have evolved over the centuries, beginning long before the appearance of any religion. Dennett’s goal here is quite similar: the explanation aims to make understandable how we came to believe in qualia, etc. But a step-by-step explanation is missing. I consider this form of the acquisition-constraint one of the most crucial for any satisfying explanation of this sort: each single step has to be understandable as one likely to have happened. One reason for this is that it would support a more fine-grained and mechanistic understanding; another is that it would satisfy the gradualism-constraint of Darwinism, which says that minds (just like anything else) “must have come into existence gradually, by steps that are barely discernible even in retrospect” (Dennett 1995, p. 200, emphasis in original).
Once we know why and how our brains accomplish the task of monitoring our dispositions and how they came to do so, one might still wonder why (as claimed in point 2, page here) exactly these abstract properties of the organism would be misidentified as concrete properties of other things:

	Why do we misidentify our dispositions? One of Dennett’s central claims is that we misidentify our own dispositions, which leads to belief in qualia.[5] Although misidentification seems to be ubiquitous (see superstition, religion, magic tricks, the rubber hand illusion—Botvinick & Cohen 1998; and even full body illusions—Blanke & Metzinger 2009) it nonetheless requires a special explanation in each case: is this a shortcoming of a system that has no disadvantages, or is it even something that benefits the system in some way (cf. McKay & Dennett 2009)? Keeping this last possibility in mind one might ask:

	Why are we so attached to the idea of qualia? There seems to be something more that leads people to believe in qualia. There is the intuition that without qualia we would be very different—we would be “mere machines”, we could not enjoy things like a good meal or the smell of the air after it rains (a discussion of this characteristic of beliefs-about-qualia can be found in Dennett 1991, p. 383). Some might go further and say that our whole morality rests on the existence of qualia of pain and suffering (this worry is dealt with in Dennett 1991, p. 449). However, what I am concerned with here is not whether it is true that qualia are the basis of our morality, but why we should think them to be so. From the argument presented by Dennett it is not clear why we are so attached to the idea of qualia. It is not obvious why we do not react as disinterestedly to their denial as we did to the revelation that there is no ether.[6] But, as a matter of fact, we react differently: this is not like when any other entity, posited for theoretical reasons, is shown to not exist; it is as if without qualia we couldn’t possibly be us.








3 An interpretation
3.1 Intentional Systems Theory
An important part of what follows is Intentional Systems Theory (IST). What is crucial here is that according to IST, all there is to being an agent in the sense of having beliefs and desires upon which to act is to be describable via a certain strategy: the intentional stance. The intentional stance is a “theory-neutral way of capturing the cognitive competences of different organisms (or other agents) without committing the investigator to overspecific hypotheses about the internal structures that underlie the competences” (Dennett 2009, p. 344). If one predicts the behavior of an object via the intentional stance, one presupposes that it is optimally designed to achieve certain goals. If there are divergences from the optimal path, one can, in a lot of cases, correct for this by introducing abstract entities or false beliefs. Since there are presumably no 100%-optimally-behaving creatures in the world, every intentional profile (a set of beliefs and desires), generated via adoption of the intentional stance, contains a subset of false beliefs.[7] It seems that humans have a “generative capacity [to find the patterns revealed by taking the intentional stance] that is to some degree innate in normal people” (Dennett 2009, p. 342). I will come back to this point and its connection to PP in the next section.
Let us assume for the sake of argument that IST gives a correct explanation of what it is to be an agent (in the sense of someone who has beliefs and desires and acts according to them), and that PP allows us to see how an agent can be implemented on the “algorithmic level”(see Dennett’s discussion in Dennett 1987, p. 74, where he refers to the IST as a “competence model”). Whenever I say that an agent believes, wants, desires, etc. something I mean it in exactly the sense found in IST.
Intentional systems can be further categorized by looking at the content of their beliefs, e.g., a second-order intentional system is an intentional system that has beliefs and/or desires about beliefs and/or desires, that is, it is itself able to take an intentional stance towards objects (Dennett 1987, p. 243). A first-order intentional system has (or can be described as having) beliefs and desires; a second-order intentional system can ascribe beliefs to others and itself. If something is a second-order intentional system it harbors beliefs such as “Peggy believes that there’s cheese in the fridge”. But taking the intentional stance towards an object is an ability that comes in degrees. I now want to describe what one might call an intentional system of 1.5th order, an intermediate between first- and second-order intentional systems. This is a system that is not able to ascribe full-fledged desires and beliefs with arbitrary contents to others or itself. We, as intentional systems of high order, have no difficulty in ascribing beliefs and desires with very arbitrary contents, such as “She wants to ride a unicorn and believes that following Pegasus is a good way to achieve that goal”. But the content of beliefs and desires that such an intentional system of 1.5th order can ascribe should be constrained in the following way:
	An intentional system of 1.5th order is able to ascribe desires only in a very particular and concrete manner, i.e., actions that the object in question wants to perform with certain particular existing objects, that the system itself knows about (e.g., the desire to eat the carrot over there), but not goals directed at nonexistent objects, described by sentences like “he wants to build a house”, or objects the ascriber itself does not know about.

	It is only able to ascribe beliefs to others that it holds itself. That means it is able to take the basic intentional stance with the default assumption that the target object in question believes whatever is true (if we assume the ascriber’s beliefs are in fact all true), but lacks the ability to correct the ascriptions if it leads to wrong predictions for the behavior of the target. A real-world example can be found in Marticorena et al. (2011): rhesus macaques in a false belief task can correctly predict what a person will do, given that the person knows where the object is hidden and they have seen the person getting to know this. They can also tell when a person doesn’t have the right knowledge, but they cannot use this information to make a prediction about where the person will look.


The implementation of such an intermediate between first- and second-order intentional systems can be easily imagined following predictive coding principles, as I will soon show. Following this, I argue that this sets down the basic fundaments for systems evolving from this position to be believers in qualia, etc.
The reason for introducing this idea is that I want to show how, given predictive processing principles and a certain selection pressure, a 1.5th-order-intentional-system might develop from a first-order-intentional-system. In a next step, I will argue that under an altered selection pressure such a system might become a full-fledged nth-order-intentional-system, where n is greater or equal to two. Systems evolving in such a way, as I will describe, are bound to believe in the existence of something like qualia. In some sense this is only a just-so story, but the assumed selection pressures are very plausible, and the empirically-correct answer might not be too far away from this.
3.2 Our Bayesian brains[8]
To see how the pieces fit together imagine the situation of some first-order intentional systems, agents, which are the first of their kind. They act according to their beliefs and desires. They do so because the generative models implemented in their brains generate a sufficient number of correct predictions about their environment for them to survive and procreate. They do a fairly good job of avoiding harms and finding food and mates. Since they are first-order intentional systems, the behavior of their conspecifics amounts to unexplained noise to them, because they are unable to predict the patterns of most of their behavior (which is what makes them merely first-order intentional systems), though they might well predict their behavior as physical objects, e.g., where someone will land if she falls off a cliff, for instance.
When resources are scarce, this leads to competition between these agents and it becomes an advantage to be able to predict the behavior of one’s conspecifics. This behavior is by definition pretty complex (they are intentional systems), but one can get some mileage out of positing the following regularity: some objects in the world have properties that lead to predictable behavior in agents, e.g., if there is an apple tree this will lead to the agents approaching it, if they are sufficiently near, etc., whereas if there is a predator, they will run from it, etc. Their model of the world is populated by properties of items that allow the (arguably rough) predictions of agent behavior. One might indeed say that the desires of the agents are projected [9] onto the world.[10] Those who acquire this ability are now 1.5th order intentional systems (see above; monkeys and chimpanzees might turn out to be such, see Roskies this collection).[11] However, findings in this area are controversial. See Lurz 2010), since they can predict the behavior of others, given that their behavior is indeed explainable via reference to actually-existing objects, such as apples or potential sexual partners. In addition to these properties, there is a new category of objects in “their world”: beings that react to these properties in certain ways.[12]
In a next step we might suppose that a system of communication or signaling evolves (the details are not important), turning our intentional systems of 1.5th order into communicative agents. As communicative beings they have an interest in hiding and revealing their beliefs according to the trustworthiness of others and their motives (cf. Dennett 2010). That is, any of those beings needs to have access to what it itself will do next, so that they can hide or share this information, depending on information about the other. One might think of hiding the information about one’s desire to steal some food, and so on. 
This is a situation where applying the predictive strategy that was formerly only used to explain the behavior of others to oneself becomes an advantage for each of the agents.[13] Agents like this believe in the existence of a special kind of special kind of properties, i.e., they predict their own behavior on the basis of generative models that posit such properties: they believe that they approach apples because they are sweet, cuddle babies because they are cute, laugh about jokes because they are funny. Applying the strategy to their own behavior puts them in the same category (according to the generative model) as the others: they are unified objects that react to certain properties, not a bunch of cells trying to live among one another.[14]
The agent-models of these beings might improve by integrating the fact that sometimes it is useful to posit non-existing entities or omit existing entities in order to predict the behavior of a given conspecific (think of subjects in the false belief-task looking in the wrong box). By this the concept of (false) beliefs arises. One can imagine how they further evolve into full-fledged second and higher-order intentional systems, in an arms-race for predicting their fellows.[15]
A further step: they develop sciences like we did and will come to have a scientific image of the world, which contains no special simple properties of objects that cause “agents” to behave in certain ways. They come to the conclusion that the brain does its job without taking notice of properties like cuteness or redness, “instead relying” on computations, which take place in the medium of spike trains and nothing but spike trains (cf. target, section 1). Their everyday predictions of others and most importantly of themselves still rely on the posited properties. And some might wonder whether there isn’t something missing from the scientific image.
According to the scientific image, they, as biological organisms, react to photons, waves of air, etc., but these are not the contents of their own internal models employed in solving the continuous task of predicting themselves. The simplest things they react to seem to be colors and shapes, (perceived) sounds, etc. The reaction towards babies is explained via facial proportions and the like, but this is far from what their generative models “say”, which is “the reaction to babies is caused by their cuteness”.
They begin to build robots, which react to babies like they do. They say things like, “all this robot reacts to are the patterns in the baby’s face, the proportions one can measure; but although it reacts like we do, it does not do so because of the baby’s cuteness”. Of course only non-philosophers might say that science misses a property of the baby, but philosophers still see that there is something missing, and since cuteness is not a property of the outside world, they conclude that it must be a property of the agents themselves.
This seems to me to be the current situation. We have the zombic hunch because it seems to us that there is something missing and it seems so because our generative models are built upon the assumption that there are properties of things out there in the world to which systems like us react in certain ways. We never consider others like us to be zombies because they are agents like us or better: we are systems like them. We dismiss robots because we know they can only react to measurable properties, which do not seem to us to be the direct cause of our behavior.





4 An analysis
Is it true that properties such as cuteness do not correspond to anything? In a sense it is false to deny that any such correspondence exists: such properties do correspond to the cuddle-provocativeness of a baby, the eating-provocativeness of an apple, etc., as a cause of the behavior of agents. They are “lovely” properties (Dennett 1991, p. 379), and there is a way to measure them: we can use ourselves as detectors. But the reason we, intuitively, do not accept a robot as a subject like ourselves is because we know how the robot does it: we know that it calculates, maybe even in a PP-manner—we know that it does not react directly to the properties that seem to exist and that seem to count. Neither do we, or the beings described above. But their own prediction of themselves treats such complex properties as simple, because there is nothing to be gained by being more precise than is necessary for sufficiently accurate prediction.[16]
This is my reconstruction of Dennett’s claim that the mind projects its dispositions onto the world via Bayesian prediction. I want to draw attention to some of the features ascribed to those properties that this story predicts:
	These properties are “given directly” to a person
The overall generative model depicts the whole organism as a unified object that reacts directly to the posited properties in the world. Any system that represents itself in such a way is bound to believe that there are properties of the world given directly to the object, which it takes to be itself. In subpersonal terms this object and these properties, as well as their relation to each other, are postulated entities that explain the sensory input. For instance, the fact that others talk about the system as someone with beliefs and desires (which is rooted in the same principle) can be explained by predicting itself in the same way.

	These properties are irreducible to physical‚ mechanical phenomena.
Since the generative model does not depict these properties as built up from simpler ones, but simply posits them to predict lower-level patterns, these properties don’t seem (to the system) to be reducible to other properties.

	These properties are atomic‚ i.e., unstructured.
There are as many posited properties as there are distinct dispositions to be tracked. This also explains why one can learn to find structure in formerly unstructured qualia (cf. Dennett 1991, p. 49) once new discriminative behavior is learned. 

	These properties are important to our lives/beings as humans/persons
This felt importance is obvious, given the putative role they play in the explanation provided by the generative model. These properties seem to be the causes of all our behavior: if one did not feel the painfulness of a pain, one would not scream; if one did not sense the funniness of a joke, one would not laugh, etc. Since the model is still needed for interacting with others, despite theoretical advances in the sciences this felt importance of qualia to our lives is very difficult to overcome.

	These properties are known to every living human being; it is not possible to sincerely deny their existence
This is due to the fact that our brains predict the behavior of others via a model that posits direct interaction between “agents” and first-order, non-relational object properties—the entities that are then named “qualia”.


This list has considerable overlap with lists of features ascribed to qualia (e.g., Metzinger 2003, p. 68; Tye 2013), lending support to the thesis that we don’t need a revolution in science to accommodate qualia, but rather a change in perspective: we might look at the creatures described above and see that “[t]hey are us” (Dennett 2000, p. 353).



5 Conclusion
I have given an interpretation of Dennett’s theory of why there seems to be something more to consciousness than science can explain. My aim was to thereby address crucial questions, while sticking as closely to Dennett’s philosophy as possible. The answer is a just-so story that shows how (plausible) selection pressures lead to beings that cannot help but believe that they are more than just “moist robots” (Dennett 2013a, p. 49)—because some important entities seem to be missing from the scientific description.
This story answers the questions why and how beings like us monitor their dispositions, and how this ability could have evolved. It also offers an answer as to why we don’t recognize them as representations of our dispositions and why qualia are unlike other theoretical entities in that they are important for what we consider ourselves to be. The notion of an intermediate between first- and second-order intentional systems was introduced as a new conceptual instrument for satisfying the acquisition constraint and to lay the fundaments for the belief in mind-independent simple properties that directly cause the behavior of agents. This in turn is the basis for the belief in qualia as intrinsic properties of experience.
This story might not provide an “insight into necessity” (cf. Dennett 1991, p. 401), but I am happy if it contributes to showing and clarifying a possibility: although it may seem that our best hypothesis for accounting for our belief in qualia is that they actually exist, this hypothesis might still be explained away.
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[1] Dennett named these rules after social psychologist and game theorist Anatol Rapaport. They are not to be confused with another “Rapoport’s Rule”, named after Eduardo H. Rapaport (cf. Stevens 1989). Here is the full list of Dennett’s Rapaport’s Rules:
1. “You should attempt to re-express your target’s position so clearly, vividly, and fairly that your target says, ‘Thanks, I wish I’d thought of putting it that way.’”
2. “You should list any points of agreement (especially if they are not matters of general or widespread agreement).”
3. “You should mention anything you have learned from your target.”
4. “Only then are you permitted to say so much as a word of rebuttal or criticism.”
(Dennett 2013a, p. 33)
[2] A philosophical zombie has nothing to do with any other sort of zombie. It behaves in every way like a normal person. The only difference is, that it lacks phenomenal experiences (though ex hypothesi it believes that is has phenomenal experiences). The zombic hunch is the intuition that a philosophical zombie would be different from us.
[3] “Think of the cuteness of babies. It is not, of course, an ‘intrinsic’ property of babies, though it seems to be. […][W]e expect to expect to feel the urge to cuddle it and so forth. When our expectations are fulfilled, the absence of prediction error signals is interpreted as confirmation that, indeed, the thing in the world with which we are interacting has the properties we expected it to have”
(Dennett this collection, p. 5).
[4] The intuition pump of Mr. Clapgras in Dennett’s section 6 is there to make the point that colors can be seen as dispositional properties of the organism rather than as properties of perceptual objects, in the same way as cuteness. Whether one is convinced by this or not, the intuitive problem seems to be the same: science tells us there are no properties like cuteness or color, while the zombic hunch tells us that this cannot be true. A more detailed discussion can be found in Dennett (1991, p. 375). I will not go into this here, but for the sake of argument I shall assume that this admittedly counter-intuitive categorization is acceptable. The reader’s willingness to accept it might be helped by the following point given by Nicholas Humphrey, which reminds us that although at first thought colors do not seem to have action-provoking effects (like cuteness or funniness), after second thought one might think differently: 
“As I look around the room I’m working in, man-made colour shouts back at me from every surface: books, cushions, a rug on the floor, a coffee-cup, a box of staples—bright blues, reds, yellows, greens. There is as much colour here as in any tropical forest. Yet while almost every colour in the forest would be meaningful, here in my study almost nothing is. Colour anarchy has taken over.”
(Humphrey 1983, p. 149; quoted in Dennett 1991, p. 384).
[5]What qualia are […] are just those complexes of dispositions. When you say ‘This is my quale,’ what you are singling out, or referring to, whether you realize it or not, is your idiosyncratic complex of dispositions. You seem to be referring to a private, ineffable something-or-other in your mind's eye, a private shadeshade of homogeneous pink, but this is just how it seems to you, not how it is.
(Dennett 1991, p. 389).
[6] This property of the beliefs is acknowledged in Dennett (2005), p. 22, fn 18: “[The Zombic Hunch] is visceral in the sense of being almost entirely arational, insensitive to argument or the lack thereof”.
[7] See Dennett (1987) for an elaborate discussion of the intentional stance and its implications, Dennett 1998b for the ontological status of beliefs and desires, Bechtel (1985) for another interesting interpretation, and Yu & Fuller (1986) for a discussion of the benefits of treating beliefs and desires as abstracta.
[8] This section takes strong inspiration from Wilfrid Sellars’ section “Our Rylean Ancestors” in Sellars (1963, p. 178).
[9] What I mean by “project” is that instead of positing an inner representation whose content is “I (the system in question) want to eat that apple” and whose function is a desire, along with correct beliefs about the current situation, what is posited is an eat-provocative property of the apple itself. Both theoretical strategies allow for the prediction of the same behavior. The crucial difference is that attributing new properties to objects that are already part of the model is a simpler way of extending the model than positing a complex system of internal states to each agent. Thus it is also more likely to happen. It’s definitely much simpler than extending the model to incorporate all the entities that explain the behavior on a functional level (i.e., all the neurons, hormones etc.). It is successful to the same extent the intentional stance is successful, that is, in an arguably noisy way, but still successful enough to gain an advantage (since ex hypothesi all the conspecifics are intentional systems).
[10] This is very close to Gibson’s affordances (e.g., Gibson 1986) in that “values and meanings are external to the perceiver” (p. 127) and in a couple of other respects (ibid.). It is, however, different in that the postulated properties serve to predict the behavior of others and not to guide the behavior of the organism itself. For the relation between Gibsonian affordances and predictive processing see e.g., Friston et al. (2012).
[11] “[R]ecent work on non-human primate theory of mind suggests that monkeys and chimpanzees have a theory of mind that represents goal states and distinguishes between knowledge and ignorance of other agents (the presence and absence of contentful mental representations), even if it fails to account for misrepresentation.”
(Roskies this collection, p. 12).
[12] The selection of goals and other cognitive capabilities, etc., is all placed outside of the target object (see footnote 9). It will approach the object that has the highest attraction value, given that there is no object with a higher repulsion value, i.e., there is no internal selection process represented as internal selection. What makes other agents special objects, in this model, is that they react to properties that no other things react to, not that they have an internal life that is somehow special.
[13] Notice that according to PP, there is no shortcut to be taken: the mind is a black box to itself—it has to infer its own properties just as any others.
[14] This is where one might speak of the origin of a self-model (Metzinger 2003) in some sense, where there is not only a model of the body (built up by proprioceptive inputs) but also a model of the self as having (primitive) goals, at least in any given moment.
[15] Maybe language plays an important part in this further development as an external scaffold (cf. Clark 1996; Dennett 1994). One fact supporting this view is that monkeys do not seem to be able to understand the concept of false belief (and therefore the concept of belief) (cf. Marticorena et al. 2011, but also Lurz 2010 for an overview of this debate).
[16] This is also true of affordances (see e.g., Gibson 1986, p. 141).



















abysta at yandex.ru
Adrian Schroeter
Aleksey Chalabyan
Andrey Valentinovich Panov
Ben Laenen
Besarion Gugushvili
Bhikkhu Pesala
Clayborne Arevalo
Dafydd Harries
Danilo Segan
Davide Viti
David Jez
David Lawrence Ramsey
Denis Jacquerye
Dwayne Bailey
Eugeniy Meshcheryakov
Gee Fung Sit
Heikki Lindroos
James Cloos
James Crippen
John Karp
Keenan Pepper
Lars Naesbye Christensen
Lior Halphon
MaEr
Mashrab Kuvatov
Max Berger
Mederic Boquien
Michael Everson
MihailJP
Misu Moldovan
Nguyen Thai Ngoc Duy
Nicolas Mailhot
Norayr Chilingarian
Ognyan Kulev
Ondrej Koala Vacha
Peter Cernak
Remy Oudompheng
Roozbeh Pournader
Rouben Hakobian
Sahak Petrosyan
Sander Vesik
Stepan Roh
Stephen Hartke
Steve Tinney
Tavmjong Bah
Thomas Henlich
Tim May
Valentin Stoykov
Vasek Stodulka
Wesley Transue

$Id: AUTHORS 2461 2011-02-18 16:38:20Z ben_laenen $





                                 Apache License

                           Version 2.0, January 2004

                        http://www.apache.org/licenses/



   TERMS AND CONDITIONS FOR USE, REPRODUCTION, AND DISTRIBUTION



   1. Definitions.



      "License" shall mean the terms and conditions for use, reproduction,

      and distribution as defined by Sections 1 through 9 of this document.



      "Licensor" shall mean the copyright owner or entity authorized by

      the copyright owner that is granting the License.



      "Legal Entity" shall mean the union of the acting entity and all

      other entities that control, are controlled by, or are under common

      control with that entity. For the purposes of this definition,

      "control" means (i) the power, direct or indirect, to cause the

      direction or management of such entity, whether by contract or

      otherwise, or (ii) ownership of fifty percent (50%) or more of the

      outstanding shares, or (iii) beneficial ownership of such entity.



      "You" (or "Your") shall mean an individual or Legal Entity

      exercising permissions granted by this License.



      "Source" form shall mean the preferred form for making modifications,

      including but not limited to software source code, documentation

      source, and configuration files.



      "Object" form shall mean any form resulting from mechanical

      transformation or translation of a Source form, including but

      not limited to compiled object code, generated documentation,

      and conversions to other media types.



      "Work" shall mean the work of authorship, whether in Source or

      Object form, made available under the License, as indicated by a

      copyright notice that is included in or attached to the work

      (an example is provided in the Appendix below).



      "Derivative Works" shall mean any work, whether in Source or Object

      form, that is based on (or derived from) the Work and for which the

      editorial revisions, annotations, elaborations, or other modifications

      represent, as a whole, an original work of authorship. For the purposes

      of this License, Derivative Works shall not include works that remain

      separable from, or merely link (or bind by name) to the interfaces of,

      the Work and Derivative Works thereof.



      "Contribution" shall mean any work of authorship, including

      the original version of the Work and any modifications or additions

      to that Work or Derivative Works thereof, that is intentionally

      submitted to Licensor for inclusion in the Work by the copyright owner

      or by an individual or Legal Entity authorized to submit on behalf of

      the copyright owner. For the purposes of this definition, "submitted"

      means any form of electronic, verbal, or written communication sent

      to the Licensor or its representatives, including but not limited to

      communication on electronic mailing lists, source code control systems,

      and issue tracking systems that are managed by, or on behalf of, the

      Licensor for the purpose of discussing and improving the Work, but

      excluding communication that is conspicuously marked or otherwise

      designated in writing by the copyright owner as "Not a Contribution."



      "Contributor" shall mean Licensor and any individual or Legal Entity

      on behalf of whom a Contribution has been received by Licensor and

      subsequently incorporated within the Work.



   2. Grant of Copyright License. Subject to the terms and conditions of

      this License, each Contributor hereby grants to You a perpetual,

      worldwide, non-exclusive, no-charge, royalty-free, irrevocable

      copyright license to reproduce, prepare Derivative Works of,

      publicly display, publicly perform, sublicense, and distribute the

      Work and such Derivative Works in Source or Object form.



   3. Grant of Patent License. Subject to the terms and conditions of

      this License, each Contributor hereby grants to You a perpetual,

      worldwide, non-exclusive, no-charge, royalty-free, irrevocable

      (except as stated in this section) patent license to make, have made,

      use, offer to sell, sell, import, and otherwise transfer the Work,

      where such license applies only to those patent claims licensable

      by such Contributor that are necessarily infringed by their

      Contribution(s) alone or by combination of their Contribution(s)

      with the Work to which such Contribution(s) was submitted. If You

      institute patent litigation against any entity (including a

      cross-claim or counterclaim in a lawsuit) alleging that the Work

      or a Contribution incorporated within the Work constitutes direct

      or contributory patent infringement, then any patent licenses

      granted to You under this License for that Work shall terminate

      as of the date such litigation is filed.



   4. Redistribution. You may reproduce and distribute copies of the

      Work or Derivative Works thereof in any medium, with or without

      modifications, and in Source or Object form, provided that You

      meet the following conditions:



      (a) You must give any other recipients of the Work or

          Derivative Works a copy of this License; and



      (b) You must cause any modified files to carry prominent notices

          stating that You changed the files; and



      (c) You must retain, in the Source form of any Derivative Works

          that You distribute, all copyright, patent, trademark, and

          attribution notices from the Source form of the Work,

          excluding those notices that do not pertain to any part of

          the Derivative Works; and



      (d) If the Work includes a "NOTICE" text file as part of its

          distribution, then any Derivative Works that You distribute must

          include a readable copy of the attribution notices contained

          within such NOTICE file, excluding those notices that do not

          pertain to any part of the Derivative Works, in at least one

          of the following places: within a NOTICE text file distributed

          as part of the Derivative Works; within the Source form or

          documentation, if provided along with the Derivative Works; or,

          within a display generated by the Derivative Works, if and

          wherever such third-party notices normally appear. The contents

          of the NOTICE file are for informational purposes only and

          do not modify the License. You may add Your own attribution

          notices within Derivative Works that You distribute, alongside

          or as an addendum to the NOTICE text from the Work, provided

          that such additional attribution notices cannot be construed

          as modifying the License.



      You may add Your own copyright statement to Your modifications and

      may provide additional or different license terms and conditions

      for use, reproduction, or distribution of Your modifications, or

      for any such Derivative Works as a whole, provided Your use,

      reproduction, and distribution of the Work otherwise complies with

      the conditions stated in this License.



   5. Submission of Contributions. Unless You explicitly state otherwise,

      any Contribution intentionally submitted for inclusion in the Work

      by You to the Licensor shall be under the terms and conditions of

      this License, without any additional terms or conditions.

      Notwithstanding the above, nothing herein shall supersede or modify

      the terms of any separate license agreement you may have executed

      with Licensor regarding such Contributions.



   6. Trademarks. This License does not grant permission to use the trade

      names, trademarks, service marks, or product names of the Licensor,

      except as required for reasonable and customary use in describing the

      origin of the Work and reproducing the content of the NOTICE file.



   7. Disclaimer of Warranty. Unless required by applicable law or

      agreed to in writing, Licensor provides the Work (and each

      Contributor provides its Contributions) on an "AS IS" BASIS,

      WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or

      implied, including, without limitation, any warranties or conditions

      of TITLE, NON-INFRINGEMENT, MERCHANTABILITY, or FITNESS FOR A

      PARTICULAR PURPOSE. You are solely responsible for determining the

      appropriateness of using or redistributing the Work and assume any

      risks associated with Your exercise of permissions under this License.



   8. Limitation of Liability. In no event and under no legal theory,

      whether in tort (including negligence), contract, or otherwise,

      unless required by applicable law (such as deliberate and grossly

      negligent acts) or agreed to in writing, shall any Contributor be

      liable to You for damages, including any direct, indirect, special,

      incidental, or consequential damages of any character arising as a

      result of this License or out of the use or inability to use the

      Work (including but not limited to damages for loss of goodwill,

      work stoppage, computer failure or malfunction, or any and all

      other commercial damages or losses), even if such Contributor

      has been advised of the possibility of such damages.



   9. Accepting Warranty or Additional Liability. While redistributing

      the Work or Derivative Works thereof, You may choose to offer,

      and charge a fee for, acceptance of support, warranty, indemnity,

      or other liability obligations and/or rights consistent with this

      License. However, in accepting such obligations, You may act only

      on Your own behalf and on Your sole responsibility, not on behalf

      of any other Contributor, and only if You agree to indemnify,

      defend, and hold each Contributor harmless for any liability

      incurred by, or claims asserted against, such Contributor by reason

      of your accepting any such warranty or additional liability.
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   APPENDIX: How to apply the Apache License to your work.



      To apply the Apache License to your work, attach the following

      boilerplate notice, with the fields enclosed by brackets "[]"

      replaced with your own identifying information. (Don't include

      the brackets!)  The text should be enclosed in the appropriate

      comment syntax for the file format. We also recommend that a

      file or class name and description of purpose be included on the

      same "printed page" as the copyright notice for easier

      identification within third-party archives.



   Copyright [yyyy] [name of copyright owner]



   Licensed under the Apache License, Version 2.0 (the "License");

   you may not use this file except in compliance with the License.

   You may obtain a copy of the License at



       http://www.apache.org/licenses/LICENSE-2.0



   Unless required by applicable law or agreed to in writing, software

   distributed under the License is distributed on an "AS IS" BASIS,

   WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.

   See the License for the specific language governing permissions and

   limitations under the License.




