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          Michael Madary’s visionary and incisive commentary brings into clear and productive focus some of the deepest, potentially most transformative, implications of the Predictive Processing (PP) framework. A key thread running through the commentary concerns the active and “organism-relative” nature of the inner states underlying perception and action. In this Reply, I pick up this thread, expanding upon some additional features that extend and underline Madary’s point. I then ask, What remains of the bedrock picture of inner states bearing familiar representational contents? The answer is not clear-cut. I end by suggesting that we have here moved so far from a once-standard complex of ideas concerning the nature and role of the inner states underlying perception and action that stale old debates concerning the existence, nature, and role of “internal representations” should now be abandoned and peace declared.
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  1 Organism-relative content
I’m hugely indebted to Michael Madary for his visionary and incisive commentary. The commentary covers three topics – the nature of perceptual content, the structure of experience, and some practical implications of the PP (Predictive Processing) framework. Each one deserves a full-length paper in reply, but I will restrict these brief comments to the first topic – the nature of perceptual content. Should the PP vision prove correct, Madary suggests, this would transform our understanding of the nature and role of perceptual content, with potential consequences for the larger project of naturalizing mental content. Driving such sweeping and radical reform is (Madary argues) the PP emphasis upon the active contribution of the organism to the generation of perceptual states. There is an active contribution, Madary (this collection, section 2) suggests, insofar as PP depicts perceptual states as “generated internally and spontaneously by the internal dynamics of the generative model” (p. 3). 
Such a claim clearly requires careful handling. For even the most staunchly feedforward model of perception requires a substantial contribution from the organism. It is thus the nature, not the existence, of that contribution that must make the difference. Elaborating upon this, Madary notes that ongoing endogenous activity plays a leading role in the PP story. One might say: the organism’s generative model (more on which later) is already active, attempting to predict the incoming sensory flow. The flow of incoming information is thus rapidly flipped into a flow tracking “unexpected salient deviation”. Identical inputs may thus result in very different perceptual states as predictions alter and evolve. An important consequence, highlighted by Madary, is that different histories of interaction will thus result in different perceptual contents being computed for the very same inputs. Different species, different niches, differences of bodily form, and differences of proximal goals and of personal history are all thus apt (to varying degrees) to transform what is being predicted, and hence the contents properly delivered by the perceptual process.
Those contents are further transformed by a second feature of the PP account: the active selection of perceptual inputs. For at the most fundamental level, the PP story does not depict perception as a process of building a representation of the external world at all. Instead, it depicts perception as just one part of a cohesive strategy for keeping an organism within a kind of “window of viability”. To this end the active organism both predicts and selects the evolving sensory flow, moving its body and sensory organs so as to expose itself to the sensory stimulations that it predicts. In this way, some of our predictions act as self-fulfilling prophecies, enabling us to harvest the predicted sensory streams. These two features (endogenous activity and the self-selection of the sensory flow) place PP just about maximally distant from traditional, passive “feedforward hierarchy” stories. They are rather (as Mike Anderson once commented to me) the ultimate expression of the “active perception” program.
Here too, though, we should be careful to nuance our story correctly. For part of maintaining ourselves in a long-term window of viability may involve not just seeking out the sensory flows we predict, but the active elicitation of many that we don’t! PP may, in fact, mandate all manner of short-term explorations and self-destabilizations. But such delicacies (though critically important- see Clark (in press) chapters 8 and 9) may safely be left for another day. The present upshot (Madary this collection, section 2) is simply that PP, instead of depicting perception as a mechanism for revealing “what is where” in the external world, turns out to be a mechanism for engaging the external world in ways that say as much about the organism (and its own history) as they do about the world outside. To naturalize intentionality, then, “all” we need do is display the mechanisms by which such ongoing viability-preserving engagements are enabled, and make intelligible that such mechanisms can deliver the rich and varied grip upon the world that we humans enjoy. This, of course, is exactly what PP sets out to achieve.



2 Structural coupling and the bringing forth of worlds[1]
Madary notes, more or less in passing, that the PP vision of “organism-relative perceptual content” bears a close resemblance to views that have been defended under the broad banner of “enactivism”. I want to pick up on this hint, and suggest that the PP account actually sets the scene for peace to be declared between the once-warring camps of representationalism and enactivism. Thus consider the mysterious-sounding notion of “enacting a world”, as that notion appears in Varela et al. (1991)[2]. Varela et al. write that:
The overall concern of an enactive approach to perception is not to determine how some perceiver-independent world is to be recovered; it is, rather, to determine the common principles or lawful linkages between sensory and motor systems that explain how action can be perceptually-guided in a perceiver-dependent world. (1991, p. 173)
This kind of relation is described by Varela et al. as one of “structural coupling” in which “the species brings forth and specifies its own domain of problems” (1991, p. 198) and in that sense “enacts” or brings forth (1991, p. 205) its own world. In discussing these matters, Varela et al. are also concerned to stress that the relevant histories of structural coupling may select what they describe as “non-optimal” features, traits, and behaviors: ones that involve “satisficing” (see Simon 1956) where that means settling for whatever “good enough” solution or structure “has sufficient integrity to persist” (Varela et al. 1991, p. 196). PP, I will now suggest, has the resources to cash these enactivist cheques, depicting the organism and the organism-salient world as bound together in a process of mutual specification in which the simplest approximations apt to support a history of viable interaction are the ones that are learnt, selected, and maintained. 
The simplest way in which a PP-style organism might be said to actively construct its world is by sampling. Action, as Madary noted, serves perception by moving the body and sense-organs around in ways that aim to “serve up” predicted sequences of high-reliability, task-relevant information. In this way, different organisms and individuals may selectively sample in ways that both actively construct and continuously confirm the existence of different “worlds”. It is in this sense that, as Friston, Adams, and Montague (Friston et al. 2012, p. 22) comment, our implicit and explicit models might be said to “create their own data”.[3] Furthermore, the PP framework depicts perception and action as a single (neurally distributed) process whose goal is the reduction of salient prediction-error. To be sure, “sensory” and “motor” systems specialize in different predictions. But the old image of sensory information IN and motor output OUT is here abandoned. Instead, there is a unified sensorimotor system aiming to predict the full range of sensory inputs – inputs that are often at least partially self-selected and that include exteroceptive, proprioceptive (action-determining), and interoceptive elements. Nor is it just the sensorimotor system that is here in play. Instead, the whole embodied organism (as Madary notes) is treated as a prediction-error minimizing device. 
The task of the generative model in all these settings is (as noted in Clark this collection) to capture the simplest approximations that will support the actions required to do the job. And that means taking into account whatever work can be done by a creature’s morphology, physical actions, and socio-technological surroundings. Such approximations are constrained to “provide the simplest (most parsimonious) explanations for sampled outcomes” (Friston et al. 2012, p. 22). This respects the enactivist’s stress on biological frugality, satisficing, and the ubiquity of simple but adequate solutions that make the most of brain, body, and world. At this point, all the positive enactivist cheques mentioned above have been cashed. 
But one outstanding debt remains. To broker real and lasting peace, we must tiptoe bravely back into some muddy and contested territory: the smoking battleground of the Representation wars. 



3 Representations: What are they good for?
PP, Madary suggests, provides a new kind of lever for naturalizing intentionality and mental content. Might it also offer a new perspective upon the vexed topic of internal representation? Varela et al. are explicit that, on the enactivist conception “cognition is no longer seen as problem solving on the basis of representations” (1991, p. 205). PP, however, deals extensively in internal models – models that may (see Clark this collection) be rich, frugal, and all points in-between. The role of such models is to control action by predicting and bringing about complex plays of sensory data. This, the enactivist might fear, is where our promising story about neural processing goes conceptually astray. Why not simply ditch the talk of inner models and internal representations and stay on the true path of enactivist virtue?
This issue requires a lot more discussion than I can attempt here.[4] Nonetheless, the remaining distance between PP and the enactivist may not be as great as that bald opposition suggests. We can begin by reminding ourselves that PP, although it openly trades in talk of inner models and representations, invokes representations that are action-oriented through and through. These are representations that are fundamentally in the business of serving up actions within the context of rolling sensorimotor cycles. Such representations aim to engage the world, rather than to depict it in some action-neutral fashion, and they are firmly rooted in the history of organism-environment interactions that served up the sensory stimulations that installed the probabilistic generative model. What is on offer is thus just about maximally distant from a passive (“mirror of nature” – see Rorty 1979) story about the possible fit between model and world. For the test of a good model is how well it enables the organism to engage the world in a rolling cycle of actions that maintain it within a window of viability. The better the engagements, the lower the information-theoretic free energy (this is intuitive, since more of the system’s resources are being put to “effective work” in engaging the world). Prediction error reports this information-theoretic free energy, which is mathematically constructed so as always to be greater than “surprisal” (where this names the sub-personally computed implausibility of some sensory state given a model of the world – see Tribus 1961). Notice also that the prediction task uses only information clearly available to the organism, and is ultimately defined over the energies that impinge on the organism’s sensory surfaces. But finding the best ways to predict those energetic impacts can (as substantial bodies of work in machine learning amply demonstrate[5]) yield a structured grip upon a world of interacting causes. 
This notion of a structured grip is important. Early connectionist networks were famously challenged (Fodor & Pylyshyn 1988) by the need to deal with structure – they were unable to capture part-whole hierarchies, or complex nested structures in which larger wholes embed smaller components, each of which may itself be some kind of structured entity. For example, a city scene may consist of a street populated by shops and cars and people, each of which is also a structured whole in its own right. Classical approaches benefitted from an easy way of dealing with such issues. There, digital objects (symbol strings) could be composed of other symbols, and equipped with pointers to further bodies of information. This apparatus was (and remains) extremely biologically suspect, but it enabled nesting, sharing, and recombination on a grand scale – see Hinton (1990) for discussion. Such systems could easily capture structured (nested, often hierarchical) relationships in a manner that allowed for easy sharing and recombination of elements. But they proved brittle and inflexible in other ways, failing to display fluid context-sensitive responsiveness, and floundering when required to guide behavior in time-pressured real-world settings.[6] 
Connectionist research has since spawned a variety of methods – some more successful than others - for dealing with structure in various domains. At the same time, work in robotics and in embodied and situated cognitive science has explored the many ways in which structure in the environment (including the highly structured artificial environments of text and external symbol systems) could be exploited so as to reap some of the benefits associated with classical forms of inner encoding, without (it was hoped) the associated costs of biological implausibility – see, for example, Pfeifer & Bongard (2007). Perhaps the combination of a few technical patches and a much richer reliance upon the use of structured external resources would address the worries about dealing with structure? Such was the hope of many, myself included. 
On this project, the jury is still out. But PP can embrace these insights and economies while providing a more powerful overall solution. For it offers a biologically plausible means, consistent (we saw) with as much reliance on external scaffolding as possible, of internally encoding and deploying richly structured bodies of information. This is because each PP level (perhaps these correspond to cortical columns – this is an open question) treats activity at the level below as if it were sensory data, and learns compressed methods to predict those unfolding patterns. This results in a very natural extraction of nested structure in the causes of the input signal, as different levels are progressively exposed to different re-codings, and re-re-codings of the original sensory information. These re-re-codings (I think of them as representational re-descriptions in much the sense of Karmiloff-Smith 1992) enable us, as agents, to lock us onto worldly causes that are ever more recondite, capturing regularities visible only in patterns spread far in space and time. Patterns such as weather fronts, persons, elections, marriages, promises, and soccer games. Such patterns are the stuff of which human lives, and human mental lives, are made. What locks the agent on to these familiar patterns is, however, the whole multi--level processing device (sometimes, it is the whole machine in action). That machine works (if PP is correct) because each level is driven to try to find a compressed way to predict activity at the level below, all the way out to the sensory peripheries. These nested compressions, discovered and annealed in the furnace of action, are what I (following Hinton 1990) would like to call “internal representations”.  
What are the contents of the many states governed by the resulting structured, multi-level, action-oriented probabilistic generative models? The generative model issues predictions that estimate various identifiable worldly states (including states of the body, and the mental states of other agents).[7] But it is also necessary, as we saw in Clark (this collection) to estimate the context-variable reliability (precision) of the neural estimations themselves. It is these precision-weighted estimates that drive action, and it is action that then samples the scene, delivering percepts that select more actions. Such looping complexities exacerbate an important consequence that Madary nicely notes. They make it even harder (perhaps impossible) adequately to capture the contents or the cognitive roles of many key inner states and processes using the terms and vocabulary of ordinary daily speech. That vocabulary is “designed” for communication, and (perhaps) for various forms of cognitive self-stimulation (see Clark 2008). The probabilistic generative model, by contrast, is designed to engage the world in rolling, uncertainty-modulated, cycles of perception and action. Nonetheless, high-level states of the generative model will target large-scale, increasingly invariant patterns in space and time, corresponding to (and allowing us to keep track of) specific individuals, properties, and events despite large moment-by-moment variations in the stream of sensory stimulation. Unpacked via cascades of descending prediction, such higher-level states simultaneously inform both perception and action, locking them into continuous circular causal flows. Instead of simply describing “how the world is”, these models - even when considered at those “higher” more abstract levels -  are geared to engaging those aspects of the world that matter to us. They are delivering a grip on the patterns that matter for the interactions that matter. 
Could we perhaps (especially given the likely difficulties in specifying intermediate-level contents in natural-language terms) have told our story in entirely non-representational terms, without invoking the concept of a hierarchical probabilistic generative model at all? One should always beware of sweeping assertions about what might, one day, be explanatorily possible! But as things stand, I simply don’t see how this is to be achieved. For it is surely that very model-invoking schema that allows us to understand how it is that these looping dynamical regimes arise and enable such spectacular results. The regimes arise and succeed because the system self-organizes around prediction-error so as to capture organism-salient patterns, at various scales of space and time, in the (partially self-created) input stream. These patterns specify complex, inter-animated structures of bodily and worldly causes. Subtract this guiding vision and what remains is just the picture of complex looping dynamics spanning brain, body, and world. Consider those same looping dynamics from the multi-level model-invoking explanatory perspective afforded by PP, however, and many things fall naturally into place. We see how statistically-driven learning can unearth interacting distal and bodily causes in the first place, revealing a structured world of human-sized opportunities for action; we see why, and exactly how, perception and action can be co-constructed and co-determining; and we unravel the precise (and happily un-mysterious) sense in which organisms may be said to bring forth their worlds. 



4  Predicting peace: An end to the war over internal representation
Dynamically speaking, the whole embodied, active system here self-organizes around the organismically-computable quantity “prediction error”. This is what delivers that multi-level, multi-area, grip on the evolving sensory barrage – a grip that must span multiple spatial and temporal scales. Such a grip simultaneously determines perception and action, and it selects (enacts) the ongoing stream of sensory bombardment itself. The generative model that here issues sensory predictions is thus nothing but that multi-level, multi-area[8], multi-scale, body-and-action involving grip on the unfolding sensory stream. To achieve that grip is to know the structured and meaningful world that we encounter in experience and action. 
Is this an inner economy bloated with representations, detached from the world? Not at all. This is an inner economy geared for action, whose inner states bear contents in virtue of the way they lock embodied agents onto properties and features of their worlds. But it is simultaneously a structured economy built of nested systems, whose communal project is both to model and engage the (organism-relative) world.
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[1] Parts of this section condense and draw upon materials from Clark (in press).

[2] There is now a large, and not altogether unified, literature on enaction. For our purposes, however, it will suffice to consider only the classic statement by Varela et al. (1991). Important contributions to the larger space of enactivist, and enactivist-inspired, theorizing include Noë (2004, 2010, this collection), Thompson (2010), and Froese & Di Paolo (2011). The edited volume by Stewart et al. (2010) provides an excellent window onto much of this larger space.

[3] Such a process repeats at several organizational scales. Thus we humans do not merely sample some natural environment. We also structure that environment by building material artifacts (from homes to highways), creating cultural practices and institutions, and trading in all manner of symbolic and notational props, aids, and scaffoldings. Some of our practices and institutions are also designed to train us to sample our human-built environment more effectively – examples would include sports practice, training in the use of specific tools and software, learning to speed-read, and many, many more. Finally, some of our technological infrastructure is now self-altering in ways that are designed to reduce the load on the predictive agent, learning from our past behaviors and searches so as to serve up the right options at the right time. In all these ways, and at all these interacting scales of space and time, we build and selectively sample the very worlds that - in iterated bouts of statistically-sensitive interaction - install the generative models that we bring to bear upon them.

[4] I have engaged such arguments at length elsewhere – see Clark (1989, 1997, 2008, 2012). For sustained arguments against the explanatory appeal to internal representation, see Ramsey (2007), Chemero (2009), Hutto & Myin (2013). For some useful discussion, see Sprevak (2010, 2013), Gallagher et al. (2013).

[5] For reviews and discussions, see Bengio (2009), Huang & Rao (2011), Hinton (2007), and Clark (in press).
[6] For a sustained discussion of these failings, and the attractions of connectionist (and post-connectionist) alternatives, see Clark (1989, 1993, 2014), Bechtel & Abrahamsen (2002), Pfeifer & Bongard (2007).

[7] Bayesian perceptual and sensorimotor psychology (see for example, Rescorla 2013; Körding & Wolpert 2006) already has much to say about just what worldly and bodily states these may be.

[8] The point about multiple areas (not just multiple levels within areas) is important, but it is often overlooked in philosophical discussions of predictive processing. Different neural areas are best-suited – by location, inputs, structure, and/or cell-type - to different kinds of prediction. So the same overarching PP strategy will yield a complex economy in which higher-levels predict lower levels, but different areas learn to trade in very different kinds of prediction. This adds great dynamical complexity to the picture, and requires some means for sculpting the flow of information among areas. I touch on these issue in Clark (this collection). But for a much fuller exploration, see Clark (in press).  
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                                 Apache License

                           Version 2.0, January 2004

                        http://www.apache.org/licenses/



   TERMS AND CONDITIONS FOR USE, REPRODUCTION, AND DISTRIBUTION



   1. Definitions.



      "License" shall mean the terms and conditions for use, reproduction,

      and distribution as defined by Sections 1 through 9 of this document.



      "Licensor" shall mean the copyright owner or entity authorized by

      the copyright owner that is granting the License.



      "Legal Entity" shall mean the union of the acting entity and all

      other entities that control, are controlled by, or are under common

      control with that entity. For the purposes of this definition,

      "control" means (i) the power, direct or indirect, to cause the

      direction or management of such entity, whether by contract or

      otherwise, or (ii) ownership of fifty percent (50%) or more of the

      outstanding shares, or (iii) beneficial ownership of such entity.



      "You" (or "Your") shall mean an individual or Legal Entity

      exercising permissions granted by this License.



      "Source" form shall mean the preferred form for making modifications,

      including but not limited to software source code, documentation

      source, and configuration files.



      "Object" form shall mean any form resulting from mechanical

      transformation or translation of a Source form, including but

      not limited to compiled object code, generated documentation,

      and conversions to other media types.



      "Work" shall mean the work of authorship, whether in Source or

      Object form, made available under the License, as indicated by a

      copyright notice that is included in or attached to the work

      (an example is provided in the Appendix below).



      "Derivative Works" shall mean any work, whether in Source or Object

      form, that is based on (or derived from) the Work and for which the

      editorial revisions, annotations, elaborations, or other modifications

      represent, as a whole, an original work of authorship. For the purposes

      of this License, Derivative Works shall not include works that remain

      separable from, or merely link (or bind by name) to the interfaces of,

      the Work and Derivative Works thereof.



      "Contribution" shall mean any work of authorship, including

      the original version of the Work and any modifications or additions

      to that Work or Derivative Works thereof, that is intentionally

      submitted to Licensor for inclusion in the Work by the copyright owner

      or by an individual or Legal Entity authorized to submit on behalf of

      the copyright owner. For the purposes of this definition, "submitted"

      means any form of electronic, verbal, or written communication sent

      to the Licensor or its representatives, including but not limited to

      communication on electronic mailing lists, source code control systems,

      and issue tracking systems that are managed by, or on behalf of, the

      Licensor for the purpose of discussing and improving the Work, but

      excluding communication that is conspicuously marked or otherwise

      designated in writing by the copyright owner as "Not a Contribution."



      "Contributor" shall mean Licensor and any individual or Legal Entity

      on behalf of whom a Contribution has been received by Licensor and

      subsequently incorporated within the Work.



   2. Grant of Copyright License. Subject to the terms and conditions of

      this License, each Contributor hereby grants to You a perpetual,

      worldwide, non-exclusive, no-charge, royalty-free, irrevocable

      copyright license to reproduce, prepare Derivative Works of,

      publicly display, publicly perform, sublicense, and distribute the

      Work and such Derivative Works in Source or Object form.



   3. Grant of Patent License. Subject to the terms and conditions of

      this License, each Contributor hereby grants to You a perpetual,

      worldwide, non-exclusive, no-charge, royalty-free, irrevocable

      (except as stated in this section) patent license to make, have made,

      use, offer to sell, sell, import, and otherwise transfer the Work,

      where such license applies only to those patent claims licensable

      by such Contributor that are necessarily infringed by their

      Contribution(s) alone or by combination of their Contribution(s)

      with the Work to which such Contribution(s) was submitted. If You

      institute patent litigation against any entity (including a

      cross-claim or counterclaim in a lawsuit) alleging that the Work

      or a Contribution incorporated within the Work constitutes direct

      or contributory patent infringement, then any patent licenses

      granted to You under this License for that Work shall terminate

      as of the date such litigation is filed.



   4. Redistribution. You may reproduce and distribute copies of the

      Work or Derivative Works thereof in any medium, with or without

      modifications, and in Source or Object form, provided that You

      meet the following conditions:



      (a) You must give any other recipients of the Work or

          Derivative Works a copy of this License; and



      (b) You must cause any modified files to carry prominent notices

          stating that You changed the files; and



      (c) You must retain, in the Source form of any Derivative Works

          that You distribute, all copyright, patent, trademark, and

          attribution notices from the Source form of the Work,

          excluding those notices that do not pertain to any part of

          the Derivative Works; and



      (d) If the Work includes a "NOTICE" text file as part of its

          distribution, then any Derivative Works that You distribute must

          include a readable copy of the attribution notices contained

          within such NOTICE file, excluding those notices that do not

          pertain to any part of the Derivative Works, in at least one

          of the following places: within a NOTICE text file distributed

          as part of the Derivative Works; within the Source form or

          documentation, if provided along with the Derivative Works; or,

          within a display generated by the Derivative Works, if and

          wherever such third-party notices normally appear. The contents

          of the NOTICE file are for informational purposes only and

          do not modify the License. You may add Your own attribution

          notices within Derivative Works that You distribute, alongside

          or as an addendum to the NOTICE text from the Work, provided

          that such additional attribution notices cannot be construed

          as modifying the License.



      You may add Your own copyright statement to Your modifications and

      may provide additional or different license terms and conditions

      for use, reproduction, or distribution of Your modifications, or

      for any such Derivative Works as a whole, provided Your use,

      reproduction, and distribution of the Work otherwise complies with

      the conditions stated in this License.



   5. Submission of Contributions. Unless You explicitly state otherwise,

      any Contribution intentionally submitted for inclusion in the Work

      by You to the Licensor shall be under the terms and conditions of

      this License, without any additional terms or conditions.

      Notwithstanding the above, nothing herein shall supersede or modify

      the terms of any separate license agreement you may have executed

      with Licensor regarding such Contributions.



   6. Trademarks. This License does not grant permission to use the trade

      names, trademarks, service marks, or product names of the Licensor,

      except as required for reasonable and customary use in describing the

      origin of the Work and reproducing the content of the NOTICE file.



   7. Disclaimer of Warranty. Unless required by applicable law or

      agreed to in writing, Licensor provides the Work (and each

      Contributor provides its Contributions) on an "AS IS" BASIS,

      WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or

      implied, including, without limitation, any warranties or conditions

      of TITLE, NON-INFRINGEMENT, MERCHANTABILITY, or FITNESS FOR A

      PARTICULAR PURPOSE. You are solely responsible for determining the

      appropriateness of using or redistributing the Work and assume any

      risks associated with Your exercise of permissions under this License.



   8. Limitation of Liability. In no event and under no legal theory,

      whether in tort (including negligence), contract, or otherwise,

      unless required by applicable law (such as deliberate and grossly

      negligent acts) or agreed to in writing, shall any Contributor be

      liable to You for damages, including any direct, indirect, special,

      incidental, or consequential damages of any character arising as a

      result of this License or out of the use or inability to use the

      Work (including but not limited to damages for loss of goodwill,

      work stoppage, computer failure or malfunction, or any and all

      other commercial damages or losses), even if such Contributor

      has been advised of the possibility of such damages.



   9. Accepting Warranty or Additional Liability. While redistributing

      the Work or Derivative Works thereof, You may choose to offer,

      and charge a fee for, acceptance of support, warranty, indemnity,

      or other liability obligations and/or rights consistent with this

      License. However, in accepting such obligations, You may act only

      on Your own behalf and on Your sole responsibility, not on behalf

      of any other Contributor, and only if You agree to indemnify,

      defend, and hold each Contributor harmless for any liability

      incurred by, or claims asserted against, such Contributor by reason

      of your accepting any such warranty or additional liability.



   END OF TERMS AND CONDITIONS



   APPENDIX: How to apply the Apache License to your work.



      To apply the Apache License to your work, attach the following

      boilerplate notice, with the fields enclosed by brackets "[]"

      replaced with your own identifying information. (Don't include

      the brackets!)  The text should be enclosed in the appropriate

      comment syntax for the file format. We also recommend that a

      file or class name and description of purpose be included on the

      same "printed page" as the copyright notice for easier

      identification within third-party archives.



   Copyright [yyyy] [name of copyright owner]



   Licensed under the Apache License, Version 2.0 (the "License");

   you may not use this file except in compliance with the License.

   You may obtain a copy of the License at



       http://www.apache.org/licenses/LICENSE-2.0



   Unless required by applicable law or agreed to in writing, software

   distributed under the License is distributed on an "AS IS" BASIS,

   WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.

   See the License for the specific language governing permissions and

   limitations under the License.




